5. Mass Action and Concentration Dependence of the Chemical Potential

Topic: Concentration dependence of $\mu$ and the most important applications.

5.1 The concept of mass action

It has been known for a long time that the amounts of reacting substances can play an important role in the drive of chemical reactions. In 1799, the French chemist Claude-Louis BERTHOLLET was the first to point out this influence and discuss it using many examples. Contrary to the prevailing concept of that time, he stated that a reaction must not necessarily take place fully if a substance B displaces another substance C in a compound,

$$B + CD \rightarrow C + BD$$

(even if there is a great excess of B), but that an equilibrium forms which is dependent upon the amounts of the substances involved. The stronger B is bonded to D, and the greater the amounts of unbound B in the reaction chamber compared to substance C, the more BD should form at the cost of CD and vice versa.

Based upon this finding, we can conclude that the tendency $\mu$ of substances to change is not only dependent upon the types of those substances, but also upon their amounts $n$: The greater the amount of a substance (or the mass proportional to it) in the reaction chamber, the higher its expected potential $\mu$ should be. Closer scrutiny of this effect which is known as mass action shows that, in this case, the quantity $n$ itself is unimportant. It is $n$ in relation to the volume $V$ in which a substance is distributed, meaning its concentration $c = n/V$, that is important. If B or C, or both, participate as pure substances in a reaction, meaning at fixed concentrations, their amounts $n_B$ and $n_C$ have no influence upon the state of equilibrium and therefore, upon the amounts of BD and CD formed. How much or how little of a substance is present in this case, is apparently not decisive but rather how densely or loosely it is distributed in the space. This means that the more cumulative and concentrated the application, the more intense the effect. In other words, the mass of a substance is not decisive for mass action, but its “massing”, its “density“ in a space: not the amount, but the concentration.

Cato Maximilian GULDBERG and Peter WAAGE of Norway brought our attention to this in the year 1864.

Thus, the chemical potential of substances and the tendency to change increases according to how strongly concentrated they are. Conversely, the chemical potential goes down when the concentration of a substance decreases. We will use an example from everyday life to illustrate this. According to the values of the chemical potentials, pure water vapour must condense at room conditions:
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\[ \text{H}_2\text{O} | \text{g} \rightarrow \text{H}_2\text{O} | \text{l} \]

\[ \mu^\Theta: \ -228.6 > -237.1 \ \text{kG} \]

\[ \Rightarrow \ A^\Theta = -8.5 \ \text{kG} \]

However, if the vapour is diluted by air, the value of its potential decreases below that of liquid water. It can then convert to the gaseous state. It evaporates. \( \mu(\text{H}_2\text{O} | \text{g}) < \mu(\text{H}_2\text{O} | \text{l}) \) is required for wet laundry, wet dishes and wet streets to dry.

5.2 Concentration dependence of chemical potential

The influence of concentration \( c \) upon the tendency \( \mu \) of a substance to change can basically be described by a linear relation like it was done in the last chapter to describe the influence of temperature \( T \) and pressure \( p \). \( \Delta c = c - c_0 \) must be small enough:

\[ \mu = \mu_0 + \gamma \cdot \Delta c \quad \text{for } \Delta c \ll c. \]

Mass action is an effect which is covered up by other less important influences which will be gone into later on and which all contribute to the concentration coefficient \( \gamma : \gamma = \gamma' + \gamma'' + \ldots \). The symbol \( ^* \) above a term will be used here and in the following to denote the quantities dependent upon mass action when these should be distinguished from similar quantities with other origins. Mass action appears most noticeably at small concentrations where the other influences recede more and more until they can be totally neglected, \( \gamma' \gg \gamma'' , \ldots \). If one wishes to investigate this effect most easily, experiments can be done with strongly diluted solutions \( c \ll c^\Theta \) ( = 1 kmol \( \cdot \) m\(^{-3}\)).

The temperature coefficient \( \alpha \) and the pressure coefficient \( \beta \) (except the latter in the case of gases) are not only different from substance to substance but also vary according to type of solvent, temperature, pressure, concentration, etc. In short, they depend upon the entire composition of the milieu they are in. In contrast, the concentration coefficient \( \gamma \) related to mass action is a universal quantity. At the same \( T \) and \( c \), it is the same for all substances in every milieu. It is directly proportional to the absolute temperature \( T \) and inversely proportional to concentration \( c \) of the substance in question and has the same basic structure as the pressure coefficient \( \beta \) of gases:

\[ \gamma = ^* \equiv \frac{RT}{c} \quad \text{for } c \ll c^\Theta \quad \text{where } R = 8.314 \ \text{G} \cdot \text{K}^{-1}. \]

Because the quantity \( T \) is in the numerator, we can conclude that the mass action gradually loses importance with a decrease of temperature and eventually disappears at 0 K.

If we insert the second equation into the first one, we obtain the following relation

\[ \mu = \mu_0 + \frac{RT}{c} \cdot \Delta c \quad \text{for } \Delta c \ll c \ll c^\Theta. \]

Analogous to the treatment of the pressure coefficient \( \beta \) of gases, a logarithmic relation between \( \mu \) and \( c \) results:
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\[ \mu = \mu_0 + RT \ln \left( \frac{c}{c_0} \right) \quad \text{for } c, c_0 \ll c^\Theta \]  

(mass action equation 1).

We will return to the term „mass action equation“ below.

As already mentioned, precise measurements show that the relation above is not strictly adhered to. At higher concentrations, values depart quite noticeably from this relation. If we gradually move to lower concentrations, the differences become smaller. The equation here expresses a so-called “limiting law” which strictly applies only when \( c \to 0 \). For this reason, we have added the requirement for a small concentration \( (c, c_0 \ll c^\Theta) \) to the equation.

In practice, this relation serves as a useful approximation up to rather high concentrations. In the case of electrically neutral substances, deviations are only noticeable above 100 mol m\(^{-3}\). For ions, deviations become observable above 1 mol m\(^{-3}\), but they are so small that they are easily neglected if accuracy is not of prime concern. For practical applications let us remember that:

\[ \mu \approx \mu_0 + RT \ln \left( \frac{c}{c_0} \right) \quad \text{for } c < \begin{cases} 100 \text{ mol m}^{-3} & \text{for neutral substances,} \\ 1 \text{ mol m}^{-3} & \text{for ions.} \end{cases} \]

However, it is precisely for standard concentration \( c^\Theta = 1000 \text{ mol m}^{-3} = 1 \text{ mol L}^{-1} \) (the usual reference value), where the logarithmic relation is not satisfied for any substance. Still, this concentration is used as the usual starting value for calculating potentials, and we write:

\[ \mu = \hat{\mu} + RT \ln \left( \frac{c}{c^\Theta} \right) = \hat{\mu} + RT \ln c_r \quad \text{for } c \ll c^\Theta \]  

(mass action equation 1‘).

Here, \( c_r \) is the relative concentration. The \( \hat{\mu} \), intended as the basic value (at fixed concentration \( c^\Theta \)) has been chosen so that the equation gives the right results at low values of concentration. In contrast to the mass action equation 1, the initial value of \( \mu \) is no longer real, but fictive. Note that the basic value \( \mu \) of a dissolved substance B depends upon pressure \( p \) and temperature \( T \), \( \hat{\mu}_B(p, T) \). This distinguishes it from the standard value \( \mu_B^\Theta \equiv \hat{\mu}_B(p^\Theta, T^\Theta) \) already known to us. The term \( RT \ln c_r = \hat{\mu} \) is also called the mass action term.

In its first or second version, this law describes mass action formally as a characteristic of the chemical potential. We give these equations a name in order to refer to them more easily. In fact, we will give all relations of this type (there are several more of them) the same name, „mass action equations.“ As expected, the tendency of a substance to change increases with its concentration. This does not happen linearly, though, but logarithmically. We obtain the following graph for the dependence of the chemical potential of a dissolved substance upon its concentration:
For small concentrations, the measured curve approximates the dotted logarithmic function very well while, at higher concentrations, the two diverge noticeably. Depending upon the type of substance, the actual curves can run above or below the logarithmic ones. Keep in mind that the basic value $\mu^\circ$ of the chemical potential of the dissolved substance coincides with the logarithmic approximation and not with the measured function!

The logarithmic part of the $\mu(c)$ curve, which theoretically extends to $-\infty$, is the same for all substances in every type of environment. If the concentration increases one *decade* (a factor of ten), the chemical potential always increases by the same amount $\mu_d$, the so-called „decapotential“ (which is dependent upon temperature $T$):

$$\mu \rightarrow \mu + \mu_d \quad \text{for} \quad c \rightarrow 10c,$$

as long as $c \ll c^\circ$.

In order to calculate the $\mu_d$ value at room temperature, we only need to go back to the first of our mass action equations and to insert $c = 10c_0$:

$$\mu = \mu_0 + RT \ln \left( \frac{10c_0}{c_0} \right)$$

$$\mu_d = RT \ln 10 = 8.314 \text{ G}\cdot\text{K}^{-1} \cdot 298 \text{ K} \cdot \ln 10 = 5.708 \text{ kG}.$$  

It is helpful to remember the value $\mu_d \approx 5.7$ kG (approximately $\approx 6$ kG) in order to quickly estimate the influence of a change of concentration of a substance upon the level of its potential or vice versa.

In summary, when the concentration $c$ of a substance increases to 10 times its initial value at room temperature, its chemical potential $\mu$ increases by 6 kG. It does not matter,

- what substance it is,
- what it is dissolved in,
- how often this step is repeated (assuming that the concentration remains small enough).

To obtain a better impression of the order of magnitude of the potentials, we will look at a concrete example. We have chosen $\mu(c)$ for ethanol.

The basic value of the potential of dissolved alcohol (in water) has been added to the graph. This value lies only about 0.1 kG above the actual $\mu$ value at standard concentration. The basic value of pure alcohol has also been included.
Using the newly extracted relations, we will again take a closer look at evaporation. When the vapour is diluted by air, say, by a factor of 100 (by two orders of magnitude), its potential goes down by around $2.57 \times 10^2$ kG to about $-240.0$ kG. At that point, $\mu(H_2O|g)$ actually lies below the value for liquid water and evaporation takes place. At a concentration of $\frac{1}{100}$, the air is already so moist that it cannot absorb any more water. It is said to be saturated. A concentration of $\frac{1}{100}$ means about 1.5 orders of magnitude below the concentration of pure vapour. Therefore, the water vapour potential lies about $1.5 \times 5.7$ kG = 8.6 kG below the value for pure vapour. At $-237.2$ kG, it is at about the same level as that of liquid water and the drive to evaporate disappears. Even a little higher concentration leads to condensation and the excess water precipitates as dew.

5.3 Concentration dependence of chemical drive

We can now use what we have learned to easily show how shifts of concentration effect the chemical drive to react. Observe the following reaction

$$B + C + \ldots \rightarrow D + E + \ldots$$

between dissolved substances, meaning a homogeneous reaction. The drive results in

$$A = [\mu_B + \mu_C + \ldots] - [\mu_D + \mu_E + \ldots].$$

If all the substances are present in small concentrations, we can apply the mass action equation for all of them:

$$A = \left[\mu_B + RT \ln c_r(B) + \mu_C + RT \ln c_r(C) + \ldots \right] - \left[\mu_D + RT \ln c_r(D) + \mu_E + RT \ln c_r(E) + \ldots \right].$$

The terms of the equation can be sorted a bit

$$A = \left[\mu_B + \mu_C + \ldots - \mu_D - \mu_E + \ldots \right] + RT \left[\ln c_r(B) + \ln c_r(C) + \ldots - \ln c_r(D) - \ln c_r(E) - \ldots \right].$$

and the final result is

$$A = \tilde{A} + RT \frac{c_r(B) \cdot c_r(C) \cdot \ldots}{c_r(D) \cdot c_r(E) \cdot \ldots}.$$  

We have $\tilde{A} = \mu(B) + \mu(C) + \ldots - \mu(D) - \mu(E) - \ldots$ for the basic term $\tilde{A}$. It expresses the drive when all reaction partners have the standard concentration of 1000 mol·m$^{-3}$.

$$RT \frac{c_r(B) \cdot c_r(C) \cdot \ldots}{c_r(D) \cdot c_r(E) \cdot \ldots} = \tilde{A}$$

in turn, represents the mass action term.

We will explain the influence of concentration shifts upon the drive using the example of decomposing cane sugar

$$Suc|w + H_2O|l \rightarrow Glc|w + Fru|w$$

Suc is the abbreviation for cane sugar (sucrose, C$_{12}$H$_{22}$O$_{11}$), Glc and Fru represent the isomeric monosaccharides grape sugar (glucose, C$_6$H$_{12}$O$_6$) and fruit sugar (fructose, C$_6$H$_{12}$O$_6$). From the chemical potentials, we obtain the following for the drive $A$: 
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\[ \mathcal{A} = \mu_{\text{Suc}} + \mu_{\text{H}_2\text{O}} - \mu_{\text{Glc}} - \mu_{\text{Fru}} \]
\[ = \hat{\mu}_{\text{Suc}} + RT \ln \left( \frac{c_{\text{Suc}}}{c^\circ} \right) + \hat{\mu}_{\text{H}_2\text{O}} - RT \ln \left( \frac{c_{\text{Glc}}}{c^\circ} \right) - \hat{\mu}_{\text{Fru}} - RT \ln \left( \frac{c_{\text{Fru}}}{c^\circ} \right) \]
\[ = \hat{\mu}_{\text{Suc}} + \hat{\mu}_{\text{H}_2\text{O}} - \hat{\mu}_{\text{Glc}} - \hat{\mu}_{\text{Fru}} + RT \ln \left( \frac{c_{\text{Suc}}}{c_{\text{Glc}}} \cdot \frac{c^\circ_{\text{Glc}}}{c^\circ_{\text{Fru}}} \right) . \]

In this mathematical description, we cannot apply the mass action equation to water because its concentration lies far outside the equation’s range of validity, \( c_{\text{H}_2\text{O}} \approx 50000 \text{ mol} \cdot \text{m}^{-3} \). The potential curves for high \( c \) values are very flat, and the \( c_{\text{H}_2\text{O}} \) value in dilute solutions does not differ significantly from the concentration for pure water so it is possible to replace the actual \( \mu_{\text{H}_2\text{O}} \) value with that of pure water. We will indicate the potential for the pure solvent (in this case water) similarly to the basic potentials of dissolved substances \( \hat{\mu} : \hat{\mu}_{\text{H}_2\text{O}} \). In general, solvents of dilute solutions can be approximated well by pure substances.

A brief comment about how to write arguments and indexes: \( \mu(\text{H}_2\text{O}), c(\text{H}_2\text{O}) \ldots \) and \( \mu_{\text{H}_2\text{O}}, c_{\text{H}_2\text{O}} \ldots \) are treated as equivalent forms. In the case of long names of substances or substance formulas with indexes (such as H_2O) or an accumulation of indexes, the preferred way of writing is the first one, otherwise, for the sake of brevity, the second.

For the more general reaction
\[ |v_B| B + |v_C| C \ldots \rightarrow v_D D + v_E E \ldots \]
we correspondingly obtain
\[ \mathcal{A} = \left[ |v_B| \mu_B + |v_C| \mu_C + \ldots \right] - \left[ v_D \mu_D + v_E \mu_E + \ldots \right] . \]

If the concentration dependence of the chemical potential is taken into account, it results in
\[ \mathcal{A} = \left[ |v_B| \hat{\mu}_B + |v_B| RT \ln c_r(B) + |v_C| \hat{\mu}_C + |v_C| RT \ln c_r(C) + \ldots \right] \]
\[ - \left[ v_D \hat{\mu}_D + v_D RT \ln c_r(D) + v_E \hat{\mu}_E + v_E RT \ln c_r(E) + \ldots \right] . \]

We can rearrange
\[ \mathcal{A} = \left[ |v_B| \hat{\mu}_B + |v_C| \hat{\mu}_C + \ldots - v_D \hat{\mu}_D - v_E \hat{\mu}_E - \ldots \right] \]
\[ + RT \left[ |v_B| \ln c_r(B) + |v_C| \ln c_r(C) + \ldots - v_D \ln c_r(D) - v_E \ln c_r(E) - \ldots \right] \]
and obtain
\[ \mathcal{A} = \hat{\mathcal{A}} + RT \ln \left( \frac{c_r(B)^{\alpha_1} \cdot c_r(C)^{\alpha_2} \cdot \ldots}{c_r(D)^{\alpha_0} \cdot c_r(E)^{\alpha_0} \cdot \ldots} \right) . \]
Let us now take another look at a concrete example. For this, we choose the reaction of Fe^{3+} ions with I^{-} ions:

\[ 2 \text{Fe}^{3+} + 2 \text{I}^- \rightarrow 2 \text{Fe}^{2+} + \text{I}_2. \]

Therefore, the conversion numbers are: \( v_{\text{Fe}^{3+}} = -2 \), \( v_{\text{I}^-} = -2 \), \( v_{\text{Fe}^{2+}} = +2 \) und \( v_{\text{I}_2} = +1 \). Insertion into the formula above results in:

\[ \mathcal{A} = \mathcal{A}_0 + RT \ln \frac{c_i(\text{Fe}^{3+})^2 \cdot c_i(\text{I}^-)^2}{c_i(\text{Fe}^{2+})^2 \cdot c_i(\text{I}_2)}. \]

However, the concentrations do not remain constant during a reaction. They change in the process of the reaction. If there is only one substance at the beginning, its concentration decreases continuously to the benefit of the product. Using the simplest reaction possible, we will discuss the conversion of a substance B into a substance D:

\[ \text{B} \rightarrow \text{D}. \]

An example would be the transformation of \( \alpha \)-D-glucose into the isomeric \( \beta \)-D-glucose in aqueous solution. These two stereoisomers of glucose \( \text{C}_6\text{H}_{12}\text{O}_6 \), differ only in the placement of the OH group relative to the chiral center (characterised by *) formed by the ring closure.

\[ \alpha \text{-D-Glucose} \rightarrow \beta \text{-D-Glucose} \]

(The transformation takes place via the open-chain form, but its concentration is so small that it can be ignored.)

The two substances are optically active: pure \( \alpha \)-D-glucose shows an angle of rotation of +112°, pure \( \beta \)-D-glucose, however, one of +18,7°. Therefore, a polarimeter can be used to observe the change in the solution’s angle of rotation. When crystals of pure \( \alpha \)-D-glucose are dissolved in water, the specific rotation of the solution decreases gradually from an initial value of +112° to a value of +53°.

In section 1.6, the extent of reaction \( \xi \) was introduced as a measure of the progress of a reaction. It was defined by

\[ \xi = \frac{\Delta n}{v_i} = \frac{n_i(t) - n_i(t_0)}{v_i}. \]

The extent of reaction can now be easily converted to the time dependent change of concentration, and respectively, to the concentration at time \( t \):

\[ \Delta c_i = c_i(t) - c_i(t_0) = \frac{n_i(t) - n_i(t_0)}{V} = \frac{v_i \xi}{V}. \]

or rather
The drive of a reaction changes along with the concentrations. If one assumes a concentration of \( c_0 \) of the initial substance as well as an absence of the product at the beginning of the reaction at \( t_0 = 0 \), the following relation for the dependence of the drive upon the extent of reaction is obtained:

\[
A = \tilde{A} + RT \ln \left( \frac{(c_0 - \xi/V)/c^\circ}{(\xi/V)/c^\circ} \right) = \tilde{A} + RT \ln \frac{c_0 - \xi/V}{\xi/V}.
\]

For the sake of simplicity, we will now relate the extent of reaction \( \xi \) to the maximum possible value \( \xi_{\text{max}} = c_0 \cdot V \), because, in this case, the entire amount of B should have converted to D resulting in:

\[
A = \tilde{A} + RT \ln \frac{\xi_{\text{max}} - \xi}{\xi} = \tilde{A} + RT \ln \frac{1 - \xi/\xi_{\text{max}}}{\xi/\xi_{\text{max}}}.
\]

With a standard value of \( A^\circ = 1.25 \text{ kG} \) for the conversion of \( \alpha-D \)- into \( \beta-D \)-glucose at room temperature, a characteristic S shaped curve is obtained for the dependence of drive upon extent of reaction \( \xi \). At the beginning of the reaction, meaning for \( \xi = 0 \), \( A \) equals \( +\infty \). \( A \) decreases during the reaction and, at an \( \tilde{A} \) dependent \( \xi \) value, finally reaches a value of zero. When all the initial substance has been used up, meaning at \( \xi = \xi_{\text{max}} \), \( A \) takes a final value of \( -\infty \).

The mathematical relation becomes rather complicated for reactions with a complex stoichiometry such as the reaction of Fe\(^{3+} \) ions with I\(^- \) ions:

\[
A = \tilde{A} + RT \ln \left[ \frac{(c_0 - 2 \cdot \xi/V)/c^\circ}{(2 \cdot \xi/V)/c^\circ} \right]^2 \cdot \left[ \frac{(c_0 - 2 \cdot \xi/V)/c^\circ}{(\xi/V)/c^\circ} \right] = \tilde{A} + RT \ln \frac{(c_0 - 2 \cdot \xi/V)^4}{4 \cdot (\xi/V)^4 \cdot c^\circ}.
\]

For better overview, it would be advisable in this case to create a table. Under the balanced equation for the reaction, the table lists for each substance involved in the first row the standard value of its chemical potential for calculating the drive of the reaction under standard conditions. The initial concentrations of the substances follow in the next row. Finally, the concentrations at an arbitrary time \( t \) are listed which can be calculated by using the stoichiometry of the reaction. \( x \) is defined as the extent of reaction referred to the volume, i.e. \( x = \xi/V \).
Again, we obtain the typical S shaped curve.

Let us remind ourselves about the criteria for a reaction which we were introduced to in Chapter 3: A reaction takes place voluntarily as long as drive $A$ is positive. At $A = 0$, there is equilibrium. A negative drive forces a reaction backwards against the direction the reaction arrow points in.

Here are some important consequences for the reaction process:
- Every homogeneous reaction begins voluntarily.
- At a certain extent of reaction, it stops in equilibrium with the environment.
- Equilibrium can be reached from both sides, meaning from the side with the initial substances as well as from the side with the reaction products.

In equilibrium, neither the forward reaction nor the backward reaction take place voluntarily. Macroscopically speaking, there is no more conversion and the composition of the reaction mixture remains constant. However, forward and backward reactions do continue to occur at the microscopic level between the particles. These happen at identical rates though, so that the conversions in the two directions compensate for each other. In this case, one speaks of a dynamic equilibrium.

5.4 The mass action law

What is commonly known as the mass action law as defined by Guldberg and Waage, is a consequence of a combination of the mass actions of individual substances participating in a reaction. Let us, once again, consider a reaction in a homogenous solution

$$B + C + \ldots \rightleftharpoons D + E + \ldots.$$  

Equilibrium rules when there is no longer any potential drop and the drive $A$ disappears. Therefore:

$$A = \varphi + RT \ln \frac{c_r(B) \cdot c_r(C) \cdot \ldots}{c_r(D) \cdot c_r(E) \cdot \ldots} = 0.$$  

When we divide by $RT$ and take the antilogarithm, we obtain

$$\hat{\mathcal{K}}_c = \left( \frac{c_r(D) \cdot c_r(E) \cdot \ldots}{c_r(B) \cdot c_r(C) \cdot \ldots} \right)_{\text{eq.}}$$  

with

$$\hat{\mathcal{K}}_c := \exp \left( \frac{\varphi}{RT} \right).$$  

This equation characterizes the relationship between concentrations in equilibrium which has been referred to by the index eq. and shows a possible form of the mass action law for the
reaction. The quantity \( \hat{K}_c \) which is called the *equilibrium constant* of the reaction is so named because it does not depend upon the concentration of the substances. A more precise name, however, would be *equilibrium number* because \( \hat{K}_c \) is a number and it is not constant but dependent upon temperature, pressure, solvent, etc. The index \( ^{\circ} \) which is actually superfluous, has been inserted in order to emphasize that \( \hat{K}_c \) is to be formed from \( \hat{K} \) (and not from \( A! \)).

For the more general reaction

\[
|v_B|B + |v_C|C + ... \rightleftharpoons |v_D|D + |v_E|E + ...
\]

we obtain entirely appropriately

\[
\hat{K}_c = \left( \frac{c_i(D)^{v_D} \cdot c_i(E)^{v_E} \cdot ...}{c_i(B)^{v_B} \cdot c_i(C)^{v_C} \cdot ...} \right)_{eq}.
\]

Commonly, the relative concentrations \( c_i \) are replaced by \( \epsilon \cdot c^\circ \) and the fixed standard concentration \( c^\circ \) is combined with the equilibrium number \( \hat{K}_c \) to form the new equilibrium constant \( \hat{K}_c \) (\( \kappa \), "dimension factor":)

\[
\hat{K}_c = \kappa \hat{K}_c,
\]

where \( \kappa = (c^\circ)^{v_c} \) with \( v_c = v_B + v_C + ... + v_D + v_E + ... \).

\( v_c \) is the sum of all conversion numbers which, in our example, are \(-1\) for the initial substances \( B, C, \ldots \) and \(+1\) for the products \( D, E, \ldots \). As stated above, \( \hat{K}_c \) is always a number while the constant \( \hat{K}_c \) has the unit \( (\text{mol} \cdot \text{m}^{-3})^{v_c} \). Only when \( v_c \) happens to be \( 0 \), are \( \hat{K}_c \) and \( \hat{K}_c \) identical. \( \hat{K}_c \) is the more convenient quantity for formulating the mass action law,

\[
\hat{K}_c = \left( \frac{c_D \cdot c_E \cdot ...}{c_B \cdot c_C \cdot ...} \right)_{eq},
\]

while, for general considerations, \( \hat{K}_c \) is preferred since its dimension is the same for all reactions.

Here is an example of what has been said. With the help of a table, we will determine the *acidity constant* of acetic acid \((\text{CH}_3\text{COOH})\), abbreviated to \( \text{HAc} \), in an aqueous solution, i.e., the equilibrium constant for the dissociation

\[
\text{HAc}\vert w \rightleftharpoons \text{H}^+\vert w + \text{Ac}^-\vert w
\]

or the equilibrium constant for the *proton exchange* in BR\(\text{ONSTED}^\prime\)s sense (this will be discussed more detailed in the next chapter):

\[
\text{HAc}\vert w + \text{H}_2\text{O} \rightleftharpoons \text{H}_3\text{O}^+\vert w + \text{Ac}^-\vert w.
\]

The formulas are two different versions of the same process. In the first case, the mass action law is written as

\[
\hat{K}_{c,1} = \frac{c_i(\text{H}^+) \cdot c_i(\text{Ac}^-)}{c_i(\text{HAc})}
\]

where
\[
\hat{K}_{e,1} = \exp \left( \frac{\hat{A}}{RT} \right) = \exp \left( \frac{\hat{\mu}_{\text{HAc}} - \hat{\mu}_{\text{H}^+} - \hat{\mu}_{\text{Ac}^-}}{RT} \right) \\
= \exp \left( \frac{(-396.46 + 0 + 369.31) \cdot 10^3 \, \text{G}}{8.314 \, \text{G} \cdot \text{K}^{-1} \cdot 298 \, \text{K}} \right) = 1.74 \cdot 10^{-5}
\]

and in the usual way as

\[
\hat{K}_{e,1} = \frac{c(\text{H}^+) \cdot c(\text{Ac}^-)}{c(\text{HAc})}
\]

where

\[
\hat{K}_{e,1} = \hat{K}_{e,1} \cdot c^\Theta = 1.74 \cdot 10^{-5} \, \text{kmol} \cdot \text{m}^{-3}
\]

with \(\nu_c = -1 + 1 + 1 = +1\) and therefore the dimension factor \(\kappa = c^\Theta = 1 \, \text{kmol} \cdot \text{m}^{-3}\).

In the second case, when we take into account that the solvent water can be treated as a pure substance, we obtain for the mass action law:

\[
\hat{K}_{e,2} = \frac{c_i(\text{H}_2\text{O}^+) \cdot c_i(\text{Ac}^-)}{c_i(\text{HAc})}
\]

where

\[
\hat{K}_{e,2} = \exp \left( \frac{\hat{\mu}(\text{HAc}) + \hat{\mu}(\text{H}_2\text{O}) - \hat{\mu}(\text{H}_2\text{O}^+) - \hat{\mu}(\text{Ac}^-)}{RT} \right) \\
= \exp \left( \frac{(-396.46 - 237.14 + 237.14 + 369.31) \cdot 10^3 \, \text{G}}{8.314 \, \text{G} \cdot \text{K}^{-1} \cdot 298 \, \text{K}} \right) = 1.74 \cdot 10^{-5}
\]

and written in the usual way,

\[
\hat{K}_{e,2} = \frac{c(\text{H}_2\text{O}^+) \cdot c(\text{Ac}^-)}{c(\text{HAc})}
\]

where

\[
\hat{K}_{e,2} = \hat{K}_{e,2} \cdot c^\Theta = 1.74 \cdot 10^{-5} \, \text{kmol} \cdot \text{m}^{-3}.
\]

Also in this case the dimension factor results in \(\kappa = c^\Theta = 1 \, \text{kmol} \cdot \text{m}^{-3}\), because the solvent water is treated as pure substance and therefore does not appear in the sum \(\nu_c\) of conversion numbers.

The equilibrium constants \(\hat{K}_{e,1}\) and \(\hat{K}_{e,2}\) (or \(\hat{K}_{e,1}\) and \(\hat{K}_{e,2}\)) have the same value. The same acidity constant \(\hat{K}_S = \hat{K}_{e,1} = \hat{K}_{e,2}\) is obtained independent of whether the first or second reaction equation is applied, meaning whether the process is considered as dissociation or proton exchange.

The mass action law’s range of validity is the same as that of the mass action equations (from which it is derived). The smaller the concentrations, the more strictly the law applies. At higher concentrations, deviations occur as the result of ionic or molecular interactions.
The magnitude of the equilibrium number determined according to
\[ \mathcal{A} = RT \ln \tilde{K} \]
is a good qualitative indication for how a reaction proceeds. The more strongly positive \( \mathcal{A} \) is, the greater \( \tilde{K} \) (\( \tilde{K} \gg 1 \)) is. In this case, the end products dominate in the equilibrium composition. Because of the logarithmic relation, even small changes to \( \mathcal{A} \) lead to noticeable shifts in the equilibrium point. On the other hand, if \( \mathcal{A} \) is strongly negative, \( \tilde{K} \) approaches zero (\( \tilde{K} \ll 1 \)) and the initial substances dominate in the composition of the equilibrium. At the same time, this also means that, even for negative \( \mathcal{A} \), a small amount of the initial substance is still converted to the end products because \( \tilde{K} \) has a small yet finite value. When \( \mathcal{A} \approx 0 \) and therefore \( \tilde{K} \approx 1 \), the initial substances and end products are present in comparable amounts in equilibrium. (Keep in mind, however, that in all three cases discussed, \( \mathcal{A} = 0! \) since we have equilibrium.)

With the help of the equilibrium number or the conventional equilibrium constant, the equilibrium composition of a mixture which has formed by voluntary conversion of given amounts of initial substances can be quantitatively determined. If, for example, pure \( \alpha \)-D-glucose at the concentration 0.1 mol/L is dissolved in water, one can use a polarimeter to observe a continuous change to the angle of rotation until a constant value is finally achieved. This can be ascribed to the partial conversion of \( \alpha \)-D-glucose into \( \beta \)-D-glucose (remember the discussion further above). If we indicate the concentration of \( \beta \)-D-glucose in equilibrium by \( x \), we obtain

\[ K_c = \exp \left( \frac{\mathcal{A}}{RT} \right) = \left( \frac{x}{c_0 - x} \right)_{\text{eq}}. \]

The dimension factor \( \kappa \) equals 1 because of \( v_c = 0 \). The equilibrium constant at room temperature can be calculated by use of the standard value \( \mathcal{A}^0 = 1.25 \text{ kG} \) (see section 5.3):

\[ K_c = \exp \left( \frac{1,25 \cdot 10^3 \text{ G}}{8,314 \text{ G} \cdot \text{K}^{-1} \cdot 298 \text{ K}} \right) = 1.66 \text{ kmol} \cdot \text{m}^{-3} \]

From now on, we will not use the rather cumbersome index eq. as long as it is clear from the relation, as in this example, that we are dealing with the equilibrium composition. Solving for \( x \) results in:

\[ x = \frac{K_c \cdot c_0}{K_c + 1} = \frac{1.66 \cdot 0.1 \text{ mol/L}}{1.66 + 1} = 0.0624 \text{ mol/L}. \]

According to this, the state of equilibrium shows that 37.6% of all dissolved molecules are \( \alpha \)-D-glucose molecules and 62.4% are \( \beta \)-D-glucose molecules.

The mathematical relations become rather complicated for reactions with a more complex stoichiometry. If we like to determine for example the equilibrium composition in the case of the reaction

\[ 2 \text{ Fe}^{3+} |w + 2 \Gamma |w \rightarrow 2 \text{ Fe}^{2+} |w + \text{ I}_2 |w \]

characterised by the table above, we obtain
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\[ \hat{K}_c = \kappa \cdot \exp \left( \frac{\hat{A}}{RT} \right) = \left( \frac{4x^3}{(1-2x)^4} \right) \text{eq.} \]

with the dimension factor \( \kappa = (\varepsilon^\circ)^{-1} = 1 \text{ mol}^{-1} \cdot \text{m}^3 \) (because of \( v_c = -2 - 2 + 2 + 1 = -1 \)). Because the value of \( \hat{A} \) is positive and relatively high (\( \hat{A} = +29 \text{ kG} \)), we have \( \hat{K}_c \gg 1 \), i.e. we can expect that the end products dominate in the equilibrium composition. For more detailed data we have to solve for \( x \) the equation above. Because a higher degree polynomial is involved a numerical technique using an appropriate mathematical software or a graphical approach are advisable. An equilibrium point of \( \xi / \xi_{\text{max}} \approx 0.79 \) can be obtained from the figure in section 5.3. The concentrations of the substances in the equilibrium mixture are therefore \( c(\text{Fe}^{3+}) \approx 0.21 \text{ mol} \cdot \text{m}^{-3} \) and \( c(\Gamma) \approx 0.21 \text{ mol} \cdot \text{m}^{-3} \) for the initial substances and \( c(\text{Fe}^{2+}) \approx 0.79 \text{ mol} \cdot \text{m}^{-3} \) and \( c(\text{I}_2) \approx 0.39 \text{ mol} \cdot \text{m}^{-3} \) for the final products, respectively.

The equation above can be reversely used to experimentally determine the basic drive \( \hat{A} \) of a reaction. In order to do this, it is enough to first calculate the constant \( \hat{K}_c \) and then to derive \( \hat{A} \) from it. At first glance, this looks amazingly easy, but the reaction can be so strongly inhibited that the concentrations being determined do not correspond to equilibrium values. This obstacle can be overcome, though, by adding a catalyst. As long as the added amount is small the position of equilibrium does not change and we can directly use the equilibrium values obtained in the equation above. When the basic drive is known the drive for any other concentrations can be calculated provided that the \( c \) values are small (\( c << c^\circ \)).

5.5 Special versions of the mass action equation

Until now, we have described mass action by using functions in which the concentrations \( c \) or, more exactly, the ratios \( c/c_0 \) or \( c/c_\circ \) appear as arguments. Instead of \( c \), it would be possible to introduce any other measure of composition as long as it is proportional to concentration. This is almost always the case at small \( c \) values. We will highlight two of these measures here because they are of greater importance.

When the pressure on a gas is increased, the concentration of the gas particles also increases because they are compressed into a smaller volume. If the temperature remains unchanged, the concentration grows proportionally to the pressure: \( c \sim p \), or

\[ \frac{c}{c_0} = \frac{p}{p_0}. \]

As a result, the concentration ratio in the mass action equation for gases can be replaced by the pressure ratio:

\[ \mu = \mu_0 + RT \ln \left( \frac{p}{p_0} \right) \text{ für } p, p_0 << 10 \, p^\circ \quad \text{(mass action equation 2).} \]

This equation is precise enough to be applied to pressures up to about \( 10^2 \text{ kPa} \) (1 bar). It also lends itself to estimates up to \( 10^3 \) or even \( 10^4 \text{ kPa} \). In anticipation of this, we have applied the
equation above to treating the pressure dependence of the chemical potential of gases (section 4.5).

The mass action equation 2 can be generalized somewhat. In the case of gaseous mixtures, one imagines that each component B, C, D, ... produces a partial pressure which is independent of its partners in the mixture. This corresponds to the pressure that the gaseous components would have if they alone were to fill up the available volume. The total pressure \( p \) of the gaseous mixture is simply equal to the sum of the partial pressures of all the components present (DALTON’s law):

\[
p = p_B + p_C + p_D + \ldots \quad \text{(as well as} \quad c = c_B + c_C + c_D + \ldots).\]

If a gas is compressed, the concentrations of all the components and the partial pressures increase. This is exactly as if the gases were separate from each other. The formula \( c \sim p \) is valid even when \( p \) represents only a partial pressure of a gas and not the total pressure. Hence, the equation \( c/c_0 = p/p_0 \) as well as the mass action equation remain correct if we take \( c \) to be the partial concentration and \( p \) the partial pressure of a gas in a mixture.

In closing, we will go once more into the problem of the starting or reference values when calculating potentials. Normally, the standard pressure \( p^\circ = 101 \, \text{kPa} \) is chosen as the initial value for pressure although at this pressure, the chemical potential \( \mu \) already deviates somewhat from the value the mass action equation yields. In order to have the results remain correct at low pressures, the true \( \mu \) value cannot be inserted. Instead, a fictitious value which varies from it somewhat must be used (this is analogous to the procedure used for concentrations). This fictitious value valid for standard pressure can be found in tables and then used to calculate the potential. This special value is also called the basic value \( \hat{\mu} \), which should be indicated by the index \( \circ \) placed above the symbol:

\[
\mu = \hat{\mu} + RT \ln \left( \frac{p}{p^\circ} \right) = \hat{\mu} + RT \ln \rho_r \quad \text{for} \quad p \to 0 \quad \text{(mass action equation 2'),}
\]

where \( \rho_r \) is the relative pressure. In contrast to this, all the \( \mu \) values in the mass action equation 2 are real.

Another much used measure of composition is mole fraction \( x \). As long as the content of a substance in a solution is small, concentrations and mole fractions are proportional to each other: \( c \sim x \) for \( c \to 0 \). In turn, this means

\[
\frac{c}{c_0} = \frac{x}{x_0}.
\]

Hence, \( x/x_0 \) can replace the concentration ratio \( c/c_0 \) in the mass action equation:

\[
\mu = \mu_0 + RT \ln \left( \frac{x}{x_0} \right) \quad \text{for} \quad x, x_0 \to 0 \quad \text{(mass action equation 3),}
\]

\[
\mu = \mu_0 + RT \ln \left( \frac{x}{x_0} \right) \quad \text{for} \quad x, x_0 \to 1 \quad \text{(mass action equation 4).}
\]

This equation has a remarkable characteristic. It is valid not only in the case of \( x \) und \( x_0 \) being small, but also for the case of \( x \) und \( x_0 \) lying near 1, meaning when a mixture is made up al-
most entirely of the substance being considered. The substance which makes up the major proportion of a mixture is usually called the solvent \( L \). It makes no difference whether the solvent is gaseous, liquid or solid. The effect upon \( L \) described by the formula for \( x, x_0 \approx 1 \) is indirectly caused by the mass action of the dissolved substances.

This leads to an important consequence if the standard value \( x^\Theta = 1 \) is chosen as the initial value. In this case, the initial state of the substance is in its pure form. The corresponding value of the chemical potential is that of the pure substance and is again called the basic value. Moreover, it is real:

\[
\mu = \tilde{\mu} + RT \ln x \quad \text{for} \quad x \to 1 \quad \text{(mass action equation 4').}
\]

We will deal more fully with this form of the mass action equation in section 11.2.

### 5.6 Applications of the mass action law

**Disturbance of equilibrium.** One way to disturb a pre-existing equilibrium would be to add a certain amount of one of the starting substances to the reaction mixture. Gradually, a new equilibrium would be established where the new equilibrium concentrations differ from the original ones. However, in all, the above relation remains fulfilled.

As an example we consider the equilibrium in aqueous solution between iron hexaquo complex cations and thiocyanate ions on the one hand and the blood red iron thiocyanate complex on the other which can be described in the following simplified manner:

\[
[\text{Fe(H}_2\text{O)}_6^{3+}]^\text{w} + 3 \text{SCN}^-|\text{w} \rightleftharpoons [\text{Fe(H}_2\text{O)}_3(\text{SCN})_3]^\text{w} + 3 \text{H}_2\text{O}|\text{l}
\]

If the mass action law is applied, it results in

\[
\tilde{K}_e = \frac{c_i([\text{Fe(H}_2\text{O)}_3(\text{SCN})_3]^\text{w})}{c_i([\text{Fe(H}_2\text{O)}_6^{3+}]^\text{w}) \cdot c_i(\text{SCN}^-)^3}.
\]

Water as solvent is treated as pure substance; therefore, it does not appear in the formula. Dilution with water lowers the concentration of the complex, but also the concentrations of the free ions. Therefore, the denominator will decrease much faster than the numerator. Because the quotient is a constant, the so-called equilibrium number \( \tilde{K}_e \), the numerator has to also decrease: The equilibrium is displaced towards the reactant side, i.e. some iron thiocyanate complex has to decompose again into iron hexaquo complex cations and thiocyanate anions. The pale orange colour of the resulting solution is caused by the iron hexaquo complex.

If, for example, \( \text{Fe}^{3+} \) or \( \text{SCN}^- \) solutions are added to the pale orange dilute iron thiocyanate solution, it will turn red both times.
Experiment: Iron(III) thiocyanate equilibrium

The addition of excess iron(III) ions results in an increase of the denominator. More iron thiocyanate complex has to be formed in order to use up this extra reactant (along with the other reactant thiocyanate) and re-establish the equilibrium. Similarly, the addition of excess thiocyanate also causes a shift of the equilibrium to the product side.

Homogenous gas equilibria. To obtain homogeneous gas equilibria

\[ |v_B|B + |v_C|C + ... \rightleftharpoons v_D + v_E + ... \]

we can derive the equilibrium number analogously to the homogeneous solution equilibria, but instead of the mass action equation 1', we refer to the mass action equation 2':

\[ \hat{K}_p = \frac{p_t(D)^{v_D} \cdot p_t(E)^{v_E} \cdot ...}{p_t(B)^{v_B} \cdot p_t(C)^{v_C} \cdot ...} \]

To convert into the conventional equilibrium constant \( \hat{K}_p \) a dimension factor must again be taken into account:

\[ \hat{K}_p = \kappa \hat{K}_p, \quad \text{where} \quad \kappa = (p^\circ)^{v_p} \quad \text{with} \quad v_p = v_B + v_C + ... + v_D + v_E + ... \]

As an example, let us consider the synthesis of ammonia:

\[ \text{N}_2|\text{g} + 3 \text{H}_2|\text{g} \rightleftharpoons 2 \text{NH}_3|\text{g} \]

The standard value of the chemical drive is around +33 kG. The corresponding equilibrium number at room temperature is

\[ \hat{K}_p = \frac{p_t(\text{NH}_3)^2}{p_t(\text{N}_2) \cdot p_t(\text{H}_2)^3} = \exp \left( \frac{\hat{A}}{RT} \right) = \exp \left( \frac{33 \cdot 10^3 \text{G}}{8.314 \text{G} \cdot \text{K}^{-1} \cdot 298 \text{K}} \right) = 6.1 \cdot 10^5 \]

The conventional equilibrium constant is

\[ \hat{K}_p = \frac{p(\text{NH}_3)^2}{p(\text{N}_2) \cdot p(\text{H}_2)^3} = \hat{K}_p \cdot (100 \text{kPa})^{-2} = 61 \text{kPa}^{-2} \]

with \( v_p = -1 - 3 + 2 = -2 \).

In general, we notice that, depending upon the quantity used to describe the composition and its standard value (\( c^\circ = 1000 \text{ mol} \cdot \text{m}^{-3}, \quad p^\circ = 101 \text{ kPa} \ldots \)), the same substance yields different basic values \( \hat{c}_p, \quad \hat{p}_p \ldots \) and therefore different equilibrium numbers \( \hat{K}_c, \quad \hat{K}_p \ldots \) for the same reaction. This is indicated by the varying indexes.

Heterogeneous equilibria. As yet we have only considered homogeneous equilibria, i.e. equilibria in which all substances involved are in the same phase. Next we will discuss heterogeneous equilibria in which the substances are in different phases. First heterogeneous reactions between a gas and a solid reactant exemplified by decomposition equilibria are selected.
**Decomposition equilibria.** In the case of the decomposition reaction of calcium carbonate described by

\[ \text{CaCO}_3|s \rightleftharpoons \text{CaO}|s + \text{CO}_2|g \]

in a closed system two pure solid phases (CaCO\textsubscript{3} und CaO) and a gas phase are in equilibrium.

The mass action equation \( 2^\prime \) is applied for the gas carbon dioxide. But how can we take pure solid substances (or pure liquids) \( B \) into account? In the case of these substances, the mass action term \( RT \ln c_r(B) \) is omitted, i.e., \( \mu(B) = \hat{\mu}(B) \); the pure solid substance does not appear in the mass action law. In a dilute solution this is also valid for the solvent which can be treated as a pure substance (see section 5.3).

The equilibrium number \( \hat{K}_p \) for the decomposition of carbonate is therefore equal

\[ \hat{K}_p = p_t(\text{CO}_2) \]

with

\[ \hat{K}_p = \exp \left( \frac{\hat{A}}{RT} \right) = \exp \left( \frac{\hat{\mu}(\text{CaCO}_3) - \hat{\mu}(\text{CaO}) - \hat{\mu}(\text{CO}_2)}{RT} \right) \].

The conventional equilibrium constant results in

\[ \hat{K}_p = p(\text{CO}_2). \]

The equilibrium constant is identical with the decomposition pressure, i.e. the pressure of carbon dioxide at equilibrium, and hence not dependent on the amounts of the solid substances. Even though the pure solid substances do not appear in the mass action law they have to be present for establishing the equilibrium. The decomposition pressure depends, however, (like the equilibrium constant) on the temperature (see also section 4.5).

When the calcium carbonate is, however, heated in an open system like a lime kiln, the gas escapes in the surroundings, the equilibrium is not established and the whole carbonate decomposes.

In the same way the decomposition of crystalline hydrates etc. can be described.

The approach can not only be applied on heterogeneous chemical reactions but also on transitions with a change of state of aggregation.

**Phase transitions.** The evaporation of water represents an example for a phase transition with participation of a gas. The equilibrium number \( \hat{K}_p \) for the equilibrium between liquid water and water vapour in a closed system,

\[ \text{H}_2\text{O}|l \rightleftharpoons \text{H}_2\text{O}|g \],

results in

\[ \hat{K}_p = p_t(\text{H}_2\text{O}|g). \]
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Liquid water as pure liquid does not appear in the equation. The corresponding conventional equilibrium constant is

$$\hat{K}_p = p(\text{H}_2\text{O}|\text{g}) .$$

Hence, the equilibrium constant represents the vapour pressure of water, i.e. the pressure of water vapour in equilibrium with liquid water at the temperature considered.

But we will discuss phase transitions in more detail in chapter 10.

Our next topic are heterogeneous solution equilibria.

**Solubility of (ionic) solids.** A substance submerged in a liquid will generally begin to dissolve. The extremely low chemical potential $\mu$ of this substance in the pure solvent rises rapidly – for $c \to 0$, we know that $\mu \to -\infty$ – with increasing dissolution and therefore concentration. The process stops when the chemical potential of the substance in the solution is equal to that of the solid, i.e. equilibrium rules. We then refer to the solution as *saturated*, i.e. the solution contains as much dissolved material as possible under given conditions (temperature, pressure, such as standard conditions). If the substance dissociates on dissolution, like a salt in water

$$\text{AB}|\text{s} \rightleftharpoons \text{A}^+|\text{w} + \text{B}^-|\text{w}$$

then the products of the dissociation together compensate for the dissolution drive of the salt AB:

$$\mu(\text{AB}) = \mu(\text{A}^+) + \mu(\text{B}^-) .$$

We obtain for the equilibrium number

$$\hat{K}_{\text{sp}} = c_r(\text{A}^+) \cdot c_r(\text{B}^-)$$

with

$$\hat{K}_{\text{sp}} = \exp \left( \frac{\hat{\mu}_1}{RT} \right) = \exp \left( \frac{\hat{\mu}(\text{AB}) - \hat{\mu}(\text{A}^+) - \hat{\mu}(\text{B}^-)}{RT} \right),$$

as long as some undissolved AB is present, because the mass action term for the solid is omitted. Thus, the product of the relative concentrations of the ions in a saturated solution is constant. The value $\hat{K}$ for the process of dissolving receives its own name, *solubility product* (This is indicated by the index sp: $\hat{K}_{\text{sp}}$). If a substance dissociates into several ions, then $\hat{K}_{\text{sp}}$ consists of the corresponding number of factors.

If the concentration $c(\text{A}^+)$ of one the products of dissociation decreases, the concentration of the second $c(\text{B}^-)$ must rise in order to maintain equilibrium (assuming the concentrations are small enough). If, as the result of some intervention, the product $c_0(\text{A}^+)c_0(\text{B}^-)$ rises above the value $\hat{K}_{\text{sp}}$, the substance AB is separated from the solution. As an example, we consider a saturated table salt solution in which solid NaCl is in equilibrium withits ions in the solution:

$$\text{NaCl}|\text{s} \rightleftharpoons \text{Na}^+|\text{w} + \text{Cl}^-|\text{w} .$$

The heterogeneous equilibrium can be described by the solubility product:
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\[ K_{sp} = c_i(Na^+) \cdot c_i(Cl^-) \]

When Na\(^+\) ions (in the form of sodium hydroxide solution) or Cl\(^-\) ions (in the form of sodium hydrochloric acid) are added to the saturated solution, NaCl precipitates. Consequently, the addition of compounds which have an ionic species with the considered salt in common, affect its solubility.

**Experiment: Saturated NaCl solution with Na\(^+\) or Cl\(^-\)**

In the case of freely soluble salts we can only indicate general trends due to the strong ion-ion interaction in concentrated electrolyte solutions. However, quantitative statements can be made in the case of slightly soluble compounds. As an example, let us consider lead(II) iodide:

\[ PbI_2 |s \rightleftharpoons Pb^{2+} |w + 2I^- |w \]

The following is valid for the solubility product:

\[ K_{sp} = c_i(Pb^{2+}) \cdot c_i(I^-)^2 \]

We can calculate the molar solubility of this salt from the numerical value for the solubility product of 9.8 \( \cdot \) 10\(^{-9}\) at 298 K. Solubility \( S \) means the maximum amount of a substance which is soluble under given conditions (temperature, pressure, such as standard conditions) in a certain amount of the solution. In our example, the stoichiometry of equilibrium results in two I\(^-\) ions being produced for one Pb\(^{2+}\) ion. Therefore, we have

\[ c_{Pb^{2+}} = S \quad \text{and} \quad c_{I^-} = 2S \]

Insertion results in

\[ K_{sp} = (S / c^0) \cdot (2S / c^0)^2 = 4S^3 / (c^0)^3 \]

and the molar solubility is

\[ S = \sqrt[3]{K_{sp} / 4c^0} = \sqrt[3]{9.8 \cdot 10^{-9} / 4 \ \text{mol} \cdot \text{l}^{-1}} = 1.3 \cdot 10^{-3} \ \text{kmol} \cdot \text{m}^{-3}. \]

It is now possible to estimate the effect of adding one of the products of dissociation. Let us add enough of a concentrated NaI solution to the saturated lead iodide solution so that the I\(^-\) concentration will be equal to 0.1 mol\( \cdot \)l\(^{-1}\). Now, the solubility \( S' \) of lead iodide with the extra iodide ions present can be calculated to be:

\[ S' = \frac{K_{sp}}{c_i(I^-)^2} \cdot c^0 = \frac{9.8 \cdot 10^{-9}}{0.01} \ \text{kmol} \cdot \text{m}^{-3} = 9.8 \cdot 10^{-10} \ \text{kmol} \cdot \text{m}^{-3}. \]

Adding I\(^-\) drastically decreases the solubility of lead iodide as expected.

The solubility of certain slightly soluble compounds can also be otherwise controlled, for example by the pH value. The following interplay between precipitation and dissolution process should terminate this section: When a potassium dichromate solution is added to a barium
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chloride solution, a yellow precipitate of slightly soluble barium chromate is formed according to

\[ 2 \text{Ba}^{2+}|w + \text{Cr}_2\text{O}_7^{2-}|w + \text{H}_2\text{O}|l \rightleftharpoons 2 \text{BaCrO}_4|s + 2 \text{H}^+|w. \]

More precisely, the concentrations of the initial substances decrease, i.e barium chromate precipitates until equilibrium is established according to the mass action law

\[ K_c = \frac{c_r(\text{H}^+)^2}{c_r(\text{Ba}^{2+})^2 c_r(\text{Cr}_2\text{O}_7^{2-})}. \]

Pure solids and liquids (the solvent water can be treated approximately as pure substance) are omitted in the expression for the equilibrium number as discussed.

**Experiment: Precipitation of \( \text{Ba}^{2+} \) with \( \text{Cr}_2\text{O}_7^{2-} \)**

Adding \( \text{H}^+ \) – possibly with diluted hydrochloric acid – the numerator increases so that the denominator must also increase in order for the quotient to remain constant and equal to \( K_c \). However, the concentrations \( c_r(\text{Ba}^{2+}) \) and \( c_r(\text{Cr}_2\text{O}_7^{2-}) \) can only increase when the precipitate \( \text{BaCrO}_4 \) dissolves.

If, on the other hand, the \( \text{H}^+ \) ions which are released during precipitation are removed in the filtrate by adding sodium acetate \( (\text{Ac}^- + \text{H}^+ \rightarrow \text{HAc}) \), the numerator decreases. As a result, the value of the denominator must also decrease and \( \text{BaCrO}_4 \) precipitates.

**Solubility of gases.** Next we will discuss the solution behaviour of gases. If a gas \( B \) is brought into contact with a liquid (or solid), it diffuses within it until the chemical potential of the gas inside is as high as outside. The potential of \( B \) in the solution is described by the mass action equation \( 1' \), in the gas phase, however, by the mass action equation \( 2' \). The equilibrium number which, in this case, is also called the (numerical) **solubility coefficient** \( K_H \), turns out to be

\[ K_H = \frac{c_r(B)}{p_r(B)}. \]

Take into account that in this case, \( K_H \) corresponds to neither \( K_c \), nor \( K_p \), but represents a so-called „mixed“ constant \( K_{pc} \). Like the mass action equations themselves, this equation is only valid as long as the concentration \( c \) in the solution and the pressure \( p \) outside it are small.

Written in the conventional way, the solubility coefficient is

\[ K_H = \frac{c(B)}{p(B)}. \]

In 1803, the English chemist William Henry empirically discovered the relation above which states that the solubility of a gas at constant temperature is proportional to its partial pressure above the solution (**Henry’s law**). \( K_H \) is also known as the **Henry constant**.

Let us take a look at the solubility of oxygen in water:
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$$\text{O}_2|_{g} \leftrightarrow \text{O}_2|_{w}$$

In this case, the standard value of the chemical drive is $-16.4 \text{ kG}$. The (numerical) solubility coefficient at room temperature is equal to

$$\hat{\mathcal{K}}_\text{H} = \frac{c_r(\text{O}_2)}{p_r(\text{O}_2)} = \exp \left( \frac{\hat{\mu}}{RT} \right) = \exp \left( \frac{-16.4 \cdot 10^5 \text{ G}}{8.314 \text{ G} \cdot \text{K}^{-1} \cdot 298 \text{ K}} \right) = 1.3 \cdot 10^{-3},$$

while the conventional one results in

$$\hat{K}_\text{H} = \frac{c(\text{O}_2)}{p(\text{O}_2)} = \frac{1 \text{ kmol} \cdot \text{m}^{-3}}{100 \text{ kPa}} = 1.3 \cdot 10^{-5} \text{ mol} \cdot \text{m}^{-3} \cdot \text{Pa}^{-1}.$$

The partial pressure of $\text{O}_2$ in air is about 20 kPa. For $\text{O}_2$ concentration in air-saturated water at 298 K, we obtain

$$c_r(\text{O}_2) = \hat{K}_\text{H} \cdot p(\text{O}_2) = 1.3 \cdot 10^{-5} \text{ mol} \cdot \text{m}^{-3} \cdot \text{Pa}^{-1} \cdot 20 \cdot 10^3 \text{ Pa} = 0.26 \text{ mol} \cdot \text{m}^{-3}.$$

Concentrations of $\text{O}_2$ in waters which are important to biological processes can be estimated in this way.

**Distribution equilibria.** Relations that can be dealt with in a theoretically similar way would be, for example, systems where a third substance B (possibly iodine) is added to two practically immiscible liquids such as water/ether. Iodine is soluble in both liquid phases (') and ("'). Substance B disperses between these phases until its chemical potential is equal in both. The equilibrium number is then:

$$\hat{\mathcal{K}}_\text{N} = \frac{c_r(\text{B})''}{c_r(\text{B})'}$$

where

$$\hat{K}_\text{N} = \exp \left( \frac{\hat{\mu}(\text{B})'' - \hat{\mu}(\text{B})'}{RT} \right).$$

Conventionally, we obtain

$$\hat{K}_\text{N} = \frac{c(\text{B})''}{c(\text{B})'}.$$

The ratio of equilibrium concentrations (or the mole fractions, etc.) of the dissolved substance in two liquid phases is, in the case of small concentrations, a temperature dependent constant (**NERNST**’s distribution law). The constant $\hat{K}_\text{N}$ is also called **NERNST**’s distribution coefficient.

Distribution equilibria play a significant role in separating the substances in a mixture by the process of **extraction**. The laboratory procedure called „extraction by shaking“ (extracting a substance from its solution) by using another solvent in which the substance dissolves much better, is based on such equilibria. This method can be used to completely remove iodine from water by repeatedly extracting it with ether. **Partition chromatography** is based upon the same principle. A solvent acts as the stationary phase in the pores of a solid carrier material (paper
for example) and a second solvent (with the substance mixture to be separated) flows past it in the form of a mobile phase. This is known as a mobile solvent. The more soluble a substance is in the stationary phase, the longer it will remain there and the more strongly its movement along this phase will slow down. Eventually a separation occurs in the mixture originally applied at a point.

**Influence of temperature.** The equilibrium numbers (and constants) we have considered so far are valid only under certain circumstances (mostly standard conditions at 298 K and 101 kPa). If the value of $K$ at an arbitrary temperature is of interest, then the $RT$ term as well as the temperature dependence of chemical drive $A$ need to be taken into account. We refer here to the linear approximation introduced in Section 4.2:

$$A = A_0 + \alpha(T - T_0).$$

Insertion into the equation above yields the following result for the equilibrium number at a temperature $T$

$$\hat{K}(T) = \exp\left(\frac{A(T_0) + \alpha(T - T_0)}{RT}\right).$$

When the temperature is increased ($\Delta T > 0$), $\hat{K}(T)$ can increase or decrease relative to the initial value $\hat{K}(T_0)$ depending upon the values of $A(T_0)$ and $\alpha$ which are typical for a particular reaction. In the first case, the equilibrium composition shifts to benefit the products and in the second case, it shifts to benefit the initial substances. The equilibrium constant can be influenced by the choice of temperature. This can be of great importance for large-scale technical reactions as well as for environmentally relevant ones.

### 5.7 Potential diagrams of dissolved substances

Energy must be used in order to transfer matter from a state of low $\mu$ value to a state of high $\mu$ value. Therefore, the potential $\mu$ can be regarded as a kind of energy level the matter is on. This is why matter with a high chemical potential is often called energy rich and matter with low potential, energy poor. These terms are not to be considered absolute in themselves but only in relation to other substances with which the substance in question can reasonably be compared.

When the amount $n$ of a dissolved substance in a given volume is continuously increased, the potential $\mu$ of the substance also increases. While at first, only small changes $\Delta n$ in the amount of substance are enough to cause a certain rise in potential $\Delta \mu$, later on increasingly large amounts are necessary for this. As long as the concentration is not too high, the mass action equation remains valid. This means that the concentrations (or when the volume remains constant, the amount), must always increase by the same factor $b$ if $\mu$ is to increase by the same amount. $n$ therefore increases exponentially along with the chemical potential $\mu$.

The example of an electric capacitor can be used to characterize the capacity of a substance. The chemical capacity $B$ is defined by the following equation:
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\[ B = \frac{dn}{d\mu}. \]

A well known example of the quantity \( B \) is the so-called buffering capacity, meaning the capacity \( B_m \) of a given amount of a solution for hydrogen ions. This will be gone into in more detail in Chapter 6.6. If the region being dealt with is homogeneous, \( B \) can logically be related to the volume:

\[ b = \frac{B}{V}. \]

In contrast to \( B \), we will call \( b \) the density of chemical capacity.

If the chemical capacity \( B \) of a finite volume \( V \) of solution is plotted against the chemical potential \( \mu \) (compare figure below, part a), the area under the \( B(\mu) \) curve from \(-\infty\) to the actual potential \( \mu \) represents the amount \( n \) of the substance in this volume. The relation becomes clearer if the axes are exchanged and the curve then appears as a two dimensional outline of a container filled to the level \( \mu \) with the amount of substance \( n \) (figure, part b). Finally, if \( \sqrt{B/\pi} \) is plotted instead of \( B \), the resulting curve can be thought of as the outline of a rotationally symmetrical chalice (figure, part c). In this case as well, \( n \) is the spatial content of the container filled up to the level \( \mu \). In the following we will make use of this image because it is not only vivid, but also has the advantage of reducing the width of otherwise very wide curves, making them easier to draw.

As long as the mass action equations are valid, it is easy to express \( n \) as a function of \( \mu \). To do so, we solve the equation \( \mu = \bar{\mu} + RT \ln(c/c^\circ) \) with \( c = n/V \) for \( n \) and obtain:

\[ \frac{\mu - \bar{\mu}}{RT} = \ln \left( \frac{n}{Vc^\circ} \right) \]

or

\[ n = Vc^\circ \cdot \exp \left( \frac{\mu - \bar{\mu}}{RT} \right). \]

The chemical capacity is the derivative with respect to \( \mu \), for constant \( Vc^\circ \) and \( \bar{\mu} \):
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\[ B = \frac{Vc^\circ}{RT} \cdot \exp \left( \frac{\mu - \mu_c}{RT} \right) = \frac{n}{RT}. \]

As a consequence, \( B \), like \( n \), depends exponentially upon \( \mu \). In this case, the container whose curve we are interested in has the form of an „exponential horn“ which is open at the top.

The chemical capacity density \( b \) can be easily calculated from \( B \):

\[ b = \frac{B}{V} = \frac{c^\circ}{RT} \cdot \exp \left( \frac{\mu - \mu_c}{RT} \right) = \frac{c}{RT}. \]

Again, it depends exponentially on \( \mu \).

We will take a closer look at this approach using the example of glucose. In its solid and pure state, glucose has a chemical potential which is not subject to mass action. For this reason, it is represented as a horizontal line in the potential diagram. Because, as previously stated, glucose occurs in two forms, \( \alpha \) and \( \beta \), two potential levels lying close together should actually be drawn in. However, for the sake of simplicity, only one is represented here.

In the dissolved state and depending upon concentration or amount, we have an entire band of potential values. Instead of the band, we will use the \( B(\mu) \) curve as it is described for the general case above to express this dependence. Alternatively, we can use the \( b(\mu) \) curve, which looks identical to it. The radius of the rotationally symmetrical chalice equals \( \sqrt{b/\pi} \). Therefore, the contents up to a chosen level equal the quantity of glucose present there relative to the volume of solution. This means it is equal to the total concentration of glucose. At small concentrations, the radius increases exponentially with rising \( \mu \); for high concentrations, this is only approximate. We do not need to differentiate between the \( \alpha \) and the \( \beta \) forms because an equilibrium rather quickly develops between the two isomers. The basic value of the potential applies to this equilibrium mixture. The contents of the chalice have been drawn to this arbitrarily chosen potential level. We will also generally choose this fill level for other substances. The value in a living organism would be considerably lower, though.

If the amount of dissolved glucose were to be continuously increased, and the fill level of the chalice raised to the level of the solid glucose, the glucose would begin to crystallize. At the same time, the glucose would begin to run over the rim of the chalice. If, on the other hand, solid glucose were present, it would need to dissolve for as long as it would take for all the crystals to disappear or until the potential in the solution increased to the level of the chalice.
rim in the drawing. One might say that in this state, the glucose solution is *saturated* relative to the solid.